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Abstract

The use of textual information contained in company filings with the Securities Exchange Commission (SEC), including annual reports on Form 10-K, quarterly reports on Form 10-Q, and current reports on Form 8-K, has gained the increased attention of finance and accounting researchers. In this paper we use a set of machine learning methods to predict the market response to changes in a firm's auditor as reported in public filings. We vectorize the text of 8-K filings to test whether the resulting feature matrix can explain the sign of the market response to the filing. Specifically, using classification algorithms and a sample consisting of the Item 4.01 text of 8-K documents, which provides information on changes in auditors of companies that are registered with the SEC, we predict the sign of the cumulative abnormal return (CAR) around 8-K filing dates. We report the correct classification performance and time efficiency of the classification algorithms. Our results show some improvement over the naïve classification method.

© 2018 The Authors. Publishing services by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The use and interpretation of unstructured data such as text is becoming an increasingly important area of focus in accounting and finance research. Advances in machine learning techniques and the availability of large textual data sets are opening new avenues of exploration, especially when combined with traditional structured data sets such as market data. In this paper we employ a collection of machine learning techniques to predict the market response to changes in a firm's auditor as reported in public filings.
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Market response to auditor changes of publicly traded companies has been widely studied in the accounting and finance literature. Whisenant, et al.,14 find that reportable events disclosed in Form 8-K filings of auditor changes are considered by investors to have information content leading to a statistically significant market response. Griffin and Lont,14 show that the main drivers of investor response to the disclosure of auditor resignations and dismissals relate more to economic fundamentals than to the auditor change attributes. They find that investors react most negatively to resignations and much less for dismissal announcements. The market response increases for companies that have prior securities litigation and higher risk of bankruptcy. Hennes, Leone, and Miller16 study the conditions that relate to financial restatements that eventually lead to the dismissal of external auditors, and assess the market response to the dismissal announcements. They report that auditors are more likely to be dismissed after more severe restatements. They also show that the market reaction to the dismissal is significantly more positive following more severe restatements.2 Aldhizer et al,2 examine whether auditor realignment disclosures filed in Form 8-K (Item 4.01) have information content to investors using a post Sarbanes-Oxley (SOX) sample. Their results show that internal control, material weakness and non-reliance on management representation disclosures carry negative information content, while audit scope limitation, earnings restatement and client—auditor disagreement disclosures do not have information content. Chang et al,6 find that stock market reaction is relatively more positive to clients switching from a Big 4 auditor to a smaller third-tier auditor after major regulatory changes.

A common thread in the above-mentioned studies is that their authors rely on processing textual data that is contained in companies’ SEC filings to frame their statistical analyses. In other words, understanding the context of an auditor change announcement requires reading the content of Item 4.01 in 8-K filings and transforming the information in the document’s text into a set of variables that will be used in the analysis. For example, Audit Analytics, which provides detailed research on over 150,000 active audits and more than 10,000 accounting firms, processes text documents using extensive human involvement to read thousands of dense documents. We examine whether, and to what extent, machine learning can be helpful in interpreting a large collection of 8-K filings with minimal human interaction. Specifically, we use text classification to predict whether the text of a particular 8-K Item 4.01 filing will be associated with a positive or negative market response.

Machine learning methods that use text to explain a real-valued variable or classify observations into categories have been applied to such tasks as predicting author’s age from a text,17,26 predicting opening weekend revenue for a movie using the text of film critics’ reviews,20 and predicting online review helpfulness.25 Algorithms have also been developed for classifying textual data into binary or multiple categories with applications in e-mail spam filtering,3,9,28,31 e-mail classification into categories,7,8,21,29 and classification of recommendations and reviews.12,23 Joaggarwal and Zhai provide a survey of text classification algorithms.1

Textual analysis has also been increasingly applied to studies in finance and economics. While sentiment analysis of financial texts for prediction purposes has been widely studied,1,24 use of text data to classify observations or explain real-valued variables in finance is still in its early stages. Sun et al12 investigate the potential use of textual information from user-generated microblogs to predict the stock market. Foster et al10 use text to predict real estate prices. Shimon Kogan, et al22 apply well-known regression techniques to a large corpus of freely available financial reports and construct regression models to explain volatility for the period following a report. Trusov et al13 use multiple text representations in a regression framework to predict financial risks. Frankel et al11 examine the usefulness of support vector regressions (SVRs) in assessing the content of unstructured, qualitative disclosures by relating Management’s Discussion and Analysis accruals to actual accruals. Antweiler and Frank3 use computational linguistics methods to measure the bullishness of the messages on internet message boards. They find significant predictive content from message posting to trading volume, from message posting to volatility and from the degree of message bullishness to trading volume. Guo et al15 review the literature and describe different methods used in textual analysis, especially machine learning. Gentzkow et al13 also provide an overview of methods for analyzing text and a survey of current applications in economics and related social sciences.

We contribute to the finance literature by: (1) applying a vectorization algorithm to the problem of feature extraction from financial texts; and (2) exploring the relative performance of different machine learning algorithms in classifying financial texts based on the features extracted from them. Our paper is organized as follows. Section 2 describes our sample. Section 3 explains our methodology and the algorithms we use in the process, and provides the results of our study. Section 4 provides a sensitivity analysis and section 5 presents a summary of our findings and directions for future research.
2. Data

We collect 8-K and 8-K/A (amended) filings that contain Item 4.01 information from the SEC’s EDGAR database for the period February 2001 to December 2016 using a custom Linux shell script. As 8-K documents are typically loosely formatted using HTML markup tags, we employ a custom Perl script to locate and extract the Central Index Key (CIK), Company Name, File Date and the full text of Item 4.01. The current mandated format of 8-K documents (see https://www.sec.gov/files/form8-k.pdf) that employ separate item numbers as headings (e.g., Item 1.01, Item 1.02, etc.) appears to have been taken up in mid-2003. As a result, we are able to locate and extract many more Item 4.01 sections using post 2003 data. Additional filters drop entries containing only placeholder information or boilerplate text (e.g., “Item 4.01 Changes in Registrant’s Certifying Accountant. Not Applicable.”).

Some 8-K documents include other items that may be material and thus impact financial markets, but these cases would tend to obscure the market response to Item 4.01 filings. We therefore drop any observations that include items in addition to Item 4.01 and 9.01 Exhibits. Item 9.01 is often used to amplify and explain material disclosed under Item 4.01. Finally, we drop any Item 4.01 filings occurring within 30 days of the previous Item 4.01 filing from the same firm. After applying these filters, our sample includes 12,435 documents.

In order to measure market response to Item 4.01 8-K filings, we merge our sample with stock returns data from the Center for Research in Security Prices (CRSP). A significant number of 8-K filings are generated by wholly owned subsidiaries, private firms that meet the SEC regulatory thresholds in terms of assets or number of shareholders and by other entities that are not exchange traded. These filings are not useful in the context of our study. In addition, we impose a 180-day market model estimation period preceding the event window for each filing. This has the effect of excluding firms that recently began trading under their current ticker symbol. After applying these important filters we are left with a final sample consisting of 3509 usable observations.

3. Methodology

The first step in our analysis is to assess market response to the announcement of auditor changes in companies. To do so, we use the single index model to calculate cumulative abnormal returns (CARs) around the public disclosure date of the change, with a window length of 9 days. Specifically, we calculate the CARs during a period of 4 days before the event day, the event day itself, and 4 days afterward. The event window length that we select is in line with the length employed in previous market response studies where it varies between 2 days and 11 days. As the main purpose of our study is to test the performance of different machine learning classifiers applied to SEC filings, we start out by assigning the CAR of each observation $i$, based on its sign, to a positive market response or negative market response category denoted by $y$.

$$ y_i = \begin{cases} 1, & \text{if } CAR_i > 0 \\ 0, & \text{otherwise} \end{cases} $$

The resulting data set $S_N$ contains 3509 pairs of market response category and Item 4.01 text documents that correspond to the filings around which the CARs are calculated:

$$ S_N = \{(\text{text_document}_i, y_i) \mid i = 1, \ldots, N_s \} $$

where $N_s$ is the number of observations in our sample. Table 1 presents the summary statistics of the CARs and market response categories based on the signs of CARs, Table 2 presents a breakdown of the market response variables for training and testing subsets, and Table 7 shows two representative observations from the dataset.

In the next step, we divide the sample randomly into a training subsample and a test subsample. We initially divide the sample in half as our base case where training and test samples contain 50 percent of the observations each. We explore the impact of different training-testing subsample proportions in section 4.

Using the training sample, we tokenize the Item 4.01 text into words and remove punctuation and stop words such as the, a, an, and, but, if, of, etc. from the text. Then, we transform the tokenized text of the complete set of documents into a matrix of numerical values using the term frequency-inverse document frequency (tf-idf) transform (see30). Elements of the matrix are the tf-idf weights where each weight represents the importance of a word to a specific document in the corpus. The tf-idf weight of a

---

3 Companies have four business days to file a Form 8-K for the events specified in the items in Sections 1–6 and 9 above. https://www.sec.gov/fast-answers/answersform8khtm.html. The existing literature uses a similar event window. Furthermore, larger windows will introduce confounding factors, which can potentially bias the results.
word \( i \) in document \( j \) is obtained by multiplying term frequency (TF), which is the number of times word \( i \) appears in document \( j \), by inverse document frequency (IDF), which represents the frequency of the word, or token, in the set of documents, as follows:

\[
TF_{ij} \times IDF_i = \frac{TF_{ij}}{C2} \text{IDF}_i \tag{2}
\]

where

\[
\text{IDF}_i = \log \left( \frac{1 + N_T}{1 + DF_i} \right) + 1 \tag{3}
\]

\( N_T \) is the number of documents in the training sample and \( DF_i \) is the number documents in which the word, or token, \( i \) appears.

Dimensions of the resulting matrix \( X \), which we will call feature matrix henceforth, are \( [N_T, p] \) where \( p \) is the number of tokens included in the vocabulary derived from the document corpus consisting of all the 8K Item 4.01 texts included in our training sample. We include not only individual words, but also word sequences (tuples) of dimension 2 through 6 because their discriminatory power is greater than that of individual words alone. This results in \( p = 1,056,128 \). Putting the feature matrix \( X \) and the vector of market response categories \( y \) together, we obtain a training sample of features—category pairs denoted by \( T_{NT} \):

\[
T_{NT} = \{(x_{i1}, \ldots, x_{ip}, y_i) \mid for \ i = 1, \ldots, N_T\} \tag{4}
\]

The t-value and \( p \)-value, respectively, corresponding to the mean of CARs are shown in parentheses.

We present the descriptive statistics of the cumulative abnormal returns (CARs) and CAR categories that are represented by the sign of the CAR. We assign the CAR of each observation \( i \), based on its sign, to a positive market response or negative market response category denoted by \( y \).

\[
y_i = \begin{cases} 
1, & \text{if } CAR_i > 0 \\
0, & \text{otherwise}
\end{cases}
\]

The t-value and \( p \)-value, respectively, corresponding to the mean of CARs are shown in parentheses.

Table 1
Descriptive Statistics of the Cumulative Abnormal Returns (CARs) and CAR Categories.

<table>
<thead>
<tr>
<th></th>
<th>CARs</th>
<th>CAR Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>3509</td>
<td>3509</td>
</tr>
<tr>
<td>Mean</td>
<td>0.064 (2.8687, 0.0041)</td>
<td>0.489</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.132</td>
<td>0.500</td>
</tr>
<tr>
<td>Skewness</td>
<td>6.521</td>
<td>0.044</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>116.147</td>
<td>-1.999</td>
</tr>
<tr>
<td>Minimum</td>
<td>-0.787</td>
<td>0</td>
</tr>
<tr>
<td>25th percentile</td>
<td>-0.040</td>
<td>0</td>
</tr>
<tr>
<td>50th percentile</td>
<td>-0.002</td>
<td>0</td>
</tr>
<tr>
<td>75th percentile</td>
<td>0.043</td>
<td>1</td>
</tr>
<tr>
<td>Maximum</td>
<td>2.966</td>
<td>1</td>
</tr>
</tbody>
</table>

Dimensions of the resulting matrix \( X \), which we will call feature matrix henceforth, are \( [N_T, p] \) where \( p \) is the number of tokens included in the vocabulary derived from the document corpus consisting of all the 8K Item 4.01 texts included in our training sample. We include not only individual words, but also word sequences (tuples) of dimension 2 through 6 because their discriminatory power is greater than that of individual words alone. This results in \( p = 1,056,128 \). Putting the feature matrix \( X \) and the vector of market response categories \( y \) together, we obtain a training sample of features—category pairs denoted by \( T_{NT} \):

\[
T_{NT} = \{(x_{i1}, \ldots, x_{ip}, y_i) \mid for \ i = 1, \ldots, N_T\} \tag{4}
\]

where \( x_{ij} \) is the tf-idf weight of feature \( j \) for observation \( i \) and \( p \) is the number of features.

In the next step, we use the tf-idf matrix and the market response categories from the training sample to fit the following classification models that are commonly used in machine learning research: (1) Ridge Classifier, (2) k-Nearest Neighbor (kNN), (3) Random Forest, (4) Linear Support Vector Classifier with L2 Penalty, and (5) Multinomial Naïve Bayes. Then, we test the models in our test sample and report classification accuracy for each model. Table 7 illustrates this process by showing the raw text for two representative observations from the dataset, along with the raw and categorical forms of the cumulative abnormal returns (CARs) associated with the event window and the predicted categorical CAR produced by each of the classifiers included in our study.

Ridge regression satisfies the following criterion:
where \( y = 0 \) or \( 1 \) (from equation (1)) and \( \lambda \) represents an element of the tf-idf matrix. \( \lambda \geq 0 \) is a tuning parameter. \( \beta_0, \beta_1, \ldots, \beta_p \) are coefficients to be estimated by minimizing the regression sum of squares. The minimization problem in the above equation trades of two different criteria: (1) obtaining coefficient estimates that fit the data well, represented by the first term in the brackets, and (2) shrinking the magnitude of the coefficient estimates toward zero through the second term, which represents a shrinkage penalty. This tradeoff, which is a key feature of the ridge regression classifier, produces an accurate predicted classification in the case of both of the example observations shown in Table 7.

The role of the parameter \( \lambda \) is to strike a balance between the two terms in equation (5). When \( \lambda = 0 \), the penalty term has no impact, while as \( \lambda \) increases and the shrinkage penalty grows, the ridge regression will produce coefficient estimates that are closer to zero. We estimate model performance under \( \lambda \) values ranging from 0 to 10. These results are presented in Table 6.

The k-nearest neighbors (kNN) algorithm is a simple non-parametric method that can be used for classification and regression problems in pattern recognition. kNN classifies the observations in our test sample by the majority vote of nearest neighbors, yielding a set of nearest neighbors, \( S_{kNN} \), from the training sample based on the Euclidean distance between the observations, yielding a set of nearest neighbors, \( S_{kNN} = ((X_1^{NN}, y_1^{NN}), \ldots,(X_k^{NN}, y_k^{NN})) \). Then, it predicts the category label \( y_i^* \) of the test observation through the majority vote of \( k \) nearest neighbors as:

\[
\hat{y}_i^* = \text{argmax}_c \sum_{(x_{NN}^i, y_{NN}^i) \in S_{kNN}} \delta(c),
\]

where \( c \in C \), \( C \) is the category set, and \( y_{NN}^i \) is the category label of the \( i \)th nearest neighbor, and

\[
\delta(c) = \begin{cases} 
1, & \text{if } c = y_{NN}^i \\
0, & \text{otherwise}
\end{cases}
\]

As can be seen in Table 7, the \( k \) nearest neighbors classifier only predicts the correct classification for one of the two examples.

We estimate model performance under \( k \) values ranging from 5 to 105. These results are presented in Table 6 and discussed in the Sensitivity Analysis section.

Random forests, which combine decision trees that are used in statistical learning to improve their prediction performance, are particularly suitable for classifying test documents as they can deal with a large number of features. We classify the documents in our test sample by using the following random forest algorithm. We build a number of decision trees from a sample drawn with replacement from our training sample of documents. When we construct a decision tree, each time a split in the tree is considered, we select a random sample of \( m \) features from the full set of \( p \) predictors in the feature vector, as split candidates. The split then uses one of the \( m \) features while a new sample of \( m \) features is used at each split. The algorithm combines features by averaging their probabilistic prediction. Using random subsets extracted from the full features set, results in a slight increase in the bias of the random forest as compared to the bias of a single decision tree. However, averaging decreases the variance and results in a better model. Our random forest classifier accurately classifies both of the example observations shown in Table 7.

The support vector classifier (SVC) classifies a test observation depending on which side of a hyperplane it lies. The hyperplane is chosen to separate most of the training observations into two classes, but may misclassify a few observations as follows:  

\[
\text{max}_{\beta_0, \beta_1, \ldots, \beta_p, \epsilon_1, \ldots, \epsilon_p} M \]

subject to \( \sum_{j=1}^p \beta_j^2 = 1 \),

\[
y_i (\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip}) \geq M (1 - \epsilon_i),
\]

\[
y_i \in [0, 1]
\]

\[
\epsilon_i \geq 0,
\]

\[
\sum_{j=1}^n \epsilon_i \leq C,
\]
where $C$ is a tuning parameter that is non-negative and controls the trade-off between bias and variance in classification. $M$ is the width of the margin that surrounds the separating hyperplane and $\varepsilon_1, \ldots, \varepsilon_n$ are slack variables that allow individual observations to be on the wrong side of the hyperplane or the margin. After the solution to the maximization problem is obtained, an observation $X'$ from the test sample can be classified based on the sign of $\hat{y}(X') = \hat{\beta}_0 + \hat{\beta}_1 x_1' + \hat{\beta}_2 x_2' + \ldots + \hat{\beta}_p x_p'$. The SVC classifier accurately predicts the classification of both of the example observations shown in Table 7.

Naive Bayes classifiers apply the Bayes’ theorem to the classification problems by using the assumption that the elements of the feature vector are independent of each other. Bayes’ theorem is represented by the following equation:

$$P(y|x_1, \ldots, x_n) = \frac{P(y)P(x_1, \ldots, x_n|y)}{P(x_1, \ldots, x_n)},$$

(9)

where $y$ denotes the class variable and $x_1, \ldots, x_n$ represent the features in the sample. The independence assumption implies that:

$$P(x_i|y, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) = P(x_i|y), \text{ for } i = 1, \ldots, n.$$  

(10)

Based on the previous equation, we can write equation (9) as:

$$P(y|x_1, \ldots, x_n) = \frac{P(y) \prod_{i=1}^{n} P(x_i|y)}{P(x_1, \ldots, x_n)}.$$  

(11)

As $P(x_1, \ldots, x_n)$ is constant given the sample, $P(y|x_1, \ldots, x_n)$ is proportional to $P(y) \prod_{i=1}^{n} P(x_i|y)$, and we can classify the observations using the following equation:

$$\hat{y} = \arg\max_y P(y) \prod_{i=1}^{n} P(x_i|y),$$

(12)

and estimating $P(y)$, which is the relative frequency of $y$ in the training sample, and $P(x_i|y)$, which is the probability of feature $i$ appearing in a sample belonging to $y$. Multinomial Naïve Bayes, which is implemented with multinomially distributed features, can be used with features that are represented by tf-idf scores of the text sample. The multinomial naive Bayes classifier accurately predicts the correct classification of both of the example observations shown in Table 7.

The following algorithm, which we implement using the scikit-learn module in the Python programming language, summarizes our methodology:

1. Divide the text sample into two subsamples: (1) 4.01_train (Train, $T$) and (2) 4.01_test (Query, $Q$).
2. Obtain the token matrix $X_T$, which can be represented as a SciPy sparse matrix, from subsample 4.01_train using the tf-idf transform. The shape of $X_T$ will be $[N_T, p]$ where $N_T$ is the number of documents in 4.01_train and $p$ is the number of words and tuples of dimension 2 through 6 obtained from the transformation of 4.01_train.
3. Obtain the classification vector $y_T$ for the training sample where $y_{Ti} = 1$ if $\text{CAR}_{Ti} > 0$, $y_{Ti} = 0$ otherwise, for $i = 1$ to $N_T$.
4. Use $X_T$ and $y_T$ to fit a classification model. Use (1) Ridge Classifier, (2) k-Nearest Neighbor (kNN), (3) Random Forest, (4) Linear Support Vector Classifier with L2 Penalty, and (5) Multinomial Naïve Bayes.
5. Apply the tf-idf transform to obtain the token matrix $X_Q$ from subsample 4.01_test using the same words (vocabulary) obtained from the transformation of 4.01_train. The shape of $X_Q$ will be $[N_Q, p]$ where $N_Q$ is the number of documents in 4.01_test and $p$ is the number of words.
6. Use the transformed matrix $X_Q$ and the fit classifier model obtained from the training sample to predict the classification $\hat{y}_Q$ of each observation in the test sample.
7. Determine the classification accuracy of the model using $\hat{y}_Q$ and $y_Q$.
8. Repeat 4–7 using a different classifier model.
9. Report process time and classification accuracy results from each classifier model used.

The results are shown in Table 3 and Table 4. For the base case, using a training sample comprised of 50 percent of the observations, the Linear Support Vector Classifier with L2 penalty performs the best among the five models with a classification accuracy of 54.5%. It should be noted, however, that the accuracy rate that is achieved by the Linear Support Vector Classifier with L2 penalty represents only a minor improvement over the base rate that can be achieved using a naïve classification method, which would equal the proportion of the more frequent class in the sample. In this case, that rate, which is shown in Table 3, is around 50%.

---

4 We also ran the Linear Support Vector Classifier using the L1 penalty, which is less sensitive to the presence of outliers. This did not result in a noteworthy difference in classification accuracy.
4. Sensitivity analysis

To test the sensitivity of classification performance to a change in parameter values, we first run our analysis with different cut-off points for dividing the sample into training and test subsamples. Then, for each machine learning algorithm in our analysis, we vary the key input parameters and measure the potential improvement in classification accuracy.

As the value of the cut-off point for obtaining the training and test subsamples is an important parameter, we begin our sensitivity analysis by checking the impact of varying subsample sizes on performance. First, we use a cut-off point where 10 percent of the sample is selected as the training subsample and 90 percent as the test subsample.

Table 3
Confusion Matrices.

<table>
<thead>
<tr>
<th></th>
<th>Prediction = 0</th>
<th>Prediction = 1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ridge Classifier</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual = 0</td>
<td>534 (60.34%)</td>
<td>351 (39.66%)</td>
<td>885</td>
</tr>
<tr>
<td></td>
<td>(53.94%)</td>
<td>(45.88%)</td>
<td></td>
</tr>
<tr>
<td>Actual = 1</td>
<td>456 (52.41%)</td>
<td>414 (47.59%)</td>
<td>870</td>
</tr>
<tr>
<td></td>
<td>(46.06%)</td>
<td>(54.12%)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>990</td>
<td>765</td>
<td>1755</td>
</tr>
</tbody>
</table>

| **k-Nearest Neighbor (kNN)** |                  |                  |       |
| Actual = 0                | 867 (97.97%)     | 18 (2.03%)       | 885   |
|                          | (50.35%)         | (54.55%)         |       |
| Actual = 1                | 855 (98.28%)     | 15 (1.72%)       | 870   |
|                          | (49.65%)         | (45.45%)         |       |
| Total                    | 1722             | 33               | 1755  |

| **Random Forest**         |                  |                  |       |
| Actual = 0                | 503 (56.84%)     | 382 (43.16%)     | 885   |
|                          | (54.03%)         | (46.36%)         |       |
| Actual = 1                | 428 (49.20%)     | 442 (50.80%)     | 870   |
|                          | (45.97%)         | (53.64%)         |       |
| Total                    | 931              | 824              | 1755  |

| **Linear Support Vector Classifier with L2 Penalty** |                  |                  |       |
| Actual = 0               | 533 (60.23%)     | 352 (39.77%)     | 885   |
|                          | (54.39%)         | (45.42%)         |       |
| Actual = 1               | 447 (51.38%)     | 423 (48.62%)     | 870   |
|                          | (45.61%)         | (54.58%)         |       |
| Total                    | 980              | 775              | 1755  |

| **Multinomial Naïve Bayes** |                  |                  |       |
| Actual = 0                | 496 (56.05%)     | 389 (43.95%)     | 885   |
|                          | (53.91%)         | (46.59%)         |       |
| Actual = 1                | 424 (48.74%)     | 446 (51.26%)     | 870   |
|                          | (46.09%)         | (53.41%)         |       |
| Total                    | 920              | 835              | 1755  |

For each machine learning algorithm that we use in our study, we present confusion matrices of the classification results corresponding to the test sample. The results in this table correspond to the base case for each classification algorithm, which uses 50% of the sample for training and 50% for testing.

Table 4
Performance of Classifiers.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Training Time (sec)</th>
<th>Test Time (sec)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Classifier</td>
<td>0.0063</td>
<td>0.7625</td>
<td>55.58%</td>
</tr>
<tr>
<td>k-Nearest Neighbor (kNN)</td>
<td>0.6891</td>
<td>0.0109</td>
<td>51.26%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1.1766</td>
<td>17.1199</td>
<td>54.11%</td>
</tr>
<tr>
<td>Linear Support Vector Classifier with L2 Penalty</td>
<td>0.0031</td>
<td>0.5469</td>
<td>55.58%</td>
</tr>
<tr>
<td>Multinomial Naïve Bayes</td>
<td>0.0281</td>
<td>0.0672</td>
<td>56.55%</td>
</tr>
</tbody>
</table>

We present performance of each classifier in terms of (1) training time, (2) test time, and (3) classification accuracy. The performance results in this table correspond to the base case for each classification algorithm, which uses 50% of the sample for training and 50% for testing.

4. Sensitivity analysis

To test the sensitivity of classification performance to a change in parameter values, we first run our analysis with different cut-off points for dividing the sample into training and test subsamples. Then, for each machine learning algorithm in our analysis, we vary the key input parameters and measure the potential improvement in classification accuracy.

As the value of the cut-off point for obtaining the training and test subsamples is an important parameter, we begin our sensitivity analysis by checking the impact of varying subsample sizes on performance. First, we use a cut-off point where 10 percent of the sample is selected as the training subsample and 90 percent as the test subsample.
Then, we increment the cut-off point by 10 percentage points up to a 90 percent-10 percent division of the sample to training and test subsamples, respectively. For each subsample size, we randomly form 10 different test and training subsample pairs and report the group means of the classification accuracy percentage. Table 5 shows that the Linear Support Vector Classifier with L2 penalty achieves a 61.14 percent classification accuracy when the training proportion of the dataset is 90 percent. This is more than a 10-percentage point improvement over the base rate accomplished by the naïve classification method.

We also conduct sensitivity analysis of our results with different values of the classification algorithm parameters. In doing so, we keep the training sample size at 90 percent of the overall sample. These results are shown in Table 6. For Ridge Regression, we set the value of the tuning parameter $\lambda$ to 1 for the base case. Larger values of $\lambda$ correspond to higher shrinkage in coefficient estimates and lower variance. We vary $\lambda$ in the interval [0, 10] with a step size of 1 and test the performance of the ridge classifier for each value of the $\lambda$ parameter.

Table 5
Classification Accuracy for Different Training Sample Proportions.

<table>
<thead>
<tr>
<th>Training Sample Proportions</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Classifier</td>
<td>51.33%</td>
<td>52.07%</td>
<td>53.57%</td>
<td>54.46%</td>
<td>55.58%</td>
<td>56.05%</td>
<td>56.71%</td>
<td>58.05%</td>
<td>58.43%</td>
</tr>
<tr>
<td>k-Nearest Neighbor (kNN)</td>
<td>50.72%</td>
<td>50.92%</td>
<td>51.09%</td>
<td>51.84%</td>
<td>51.26%</td>
<td>51.75%</td>
<td>51.79%</td>
<td>49.84%</td>
<td>50.31%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>51.15%</td>
<td>52.27%</td>
<td>52.93%</td>
<td>53.15%</td>
<td>54.11%</td>
<td>54.94%</td>
<td>55.27%</td>
<td>56.45%</td>
<td>56.72%</td>
</tr>
<tr>
<td>Linear Support Vector Classifier with L2 Penalty</td>
<td>51.37%</td>
<td>52.22%</td>
<td>53.50%</td>
<td>54.70%</td>
<td>55.58%</td>
<td>56.15%</td>
<td>56.72%</td>
<td>57.72%</td>
<td>58.21%</td>
</tr>
<tr>
<td>Multinomial Naive Bayes</td>
<td>51.73%</td>
<td>52.49%</td>
<td>54.60%</td>
<td>55.93%</td>
<td>56.55%</td>
<td>58.00%</td>
<td>58.47%</td>
<td>59.74%</td>
<td>61.00%</td>
</tr>
</tbody>
</table>

We present the sensitivity of classification accuracy to the size of training sample. First, we use a cut-off point where 10 percent of the sample is selected as the training subsample and 90 percent as the test subsample. Then, we increment the cut-off point by 10 percentage points up to a 90 percent-10 percent division of the sample to training and test subsamples, respectively. For each subsample size, we randomly form 10 different test and training subsample pairs and report the group means of the classification accuracy percentage.

Table 6
Sensitivity Analysis Results.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Score</th>
<th>$k$</th>
<th>Score</th>
<th>Maximum $m$</th>
<th>Score</th>
<th>$C$</th>
<th>Score</th>
<th>$\alpha$</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>5</td>
<td>52.62%</td>
<td>5</td>
<td>57.66%</td>
<td>0.1</td>
<td>57.69%</td>
<td>0</td>
<td>60.28%</td>
</tr>
<tr>
<td>1</td>
<td>57.55%</td>
<td>10</td>
<td>52.19%</td>
<td>10</td>
<td>59.09%</td>
<td>0</td>
<td>59.26%</td>
<td>0.1</td>
<td>59.74%</td>
</tr>
<tr>
<td>2</td>
<td>57.49%</td>
<td>15</td>
<td>51.97%</td>
<td>15</td>
<td>57.75%</td>
<td>0.1</td>
<td>59.40%</td>
<td>0.2</td>
<td>59.60%</td>
</tr>
<tr>
<td>3</td>
<td>56.64%</td>
<td>20</td>
<td>51.79%</td>
<td>20</td>
<td>57.61%</td>
<td>100</td>
<td>59.63%</td>
<td>0.3</td>
<td>59.63%</td>
</tr>
<tr>
<td>4</td>
<td>56.64%</td>
<td>25</td>
<td>51.71%</td>
<td>25</td>
<td>56.52%</td>
<td>1000</td>
<td>59.00%</td>
<td>0.4</td>
<td>59.97%</td>
</tr>
<tr>
<td>5</td>
<td>56.18%</td>
<td>30</td>
<td>51.77%</td>
<td>30</td>
<td>57.92%</td>
<td>0.5</td>
<td>59.52%</td>
<td>0.6</td>
<td>59.52%</td>
</tr>
<tr>
<td>6</td>
<td>55.95%</td>
<td>35</td>
<td>52.14%</td>
<td>35</td>
<td>56.30%</td>
<td>0.7</td>
<td>59.06%</td>
<td>0.8</td>
<td>59.29%</td>
</tr>
<tr>
<td>7</td>
<td>55.81%</td>
<td>40</td>
<td>52.22%</td>
<td>40</td>
<td>55.90%</td>
<td>0.9</td>
<td>59.12%</td>
<td>0.9</td>
<td>59.12%</td>
</tr>
<tr>
<td>8</td>
<td>55.61%</td>
<td>45</td>
<td>52.05%</td>
<td>45</td>
<td>56.41%</td>
<td>1.0</td>
<td>59.06%</td>
<td>1.0</td>
<td>59.06%</td>
</tr>
</tbody>
</table>

We conduct sensitivity analysis by varying the key parameter values for each classification algorithm. We present the classification accuracy corresponding to different values of the key parameters. We keep the training sample size at 90 percent of the overall sample for conducting the sensitivity analysis.
We measure the sensitivity of the performance of the kNN algorithm to the number of nearest neighbors by varying $k$ between 5 and 105, with a step size of 5. Although there is a local maximum at around $k = 5$, classifier performance does not vary significantly over this range.

We test the performance sensitivity of the linear support vector classifier by varying the tuning parameter $C$ that controls the trade-off between bias and variance in classification. Larger values of $C$ correspond to a smaller-margin hyperplane and smaller $C$ values will result in a larger-margin hyperplane. We use values for $C$ that are in the set $[0.1, 1, 10, 100, 1000]$ where a $C$ value of 1 corresponds to the base case of our analysis. The local maximum classification score for this range occurs at $C = 100$. However, in our application of the linear support vector classifier, performance is not particularly sensitive to the choice of $C$ parameter.

<table>
<thead>
<tr>
<th>CAR</th>
<th>Categorical CAR</th>
<th>Predicted Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ridge Classifier</td>
<td>k-Nearest Neighbors</td>
</tr>
<tr>
<td><strong>Example 1 — FairPoint — 3/20/2008</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.86%</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

ITEM 4.01 CHANGES IN CERTIFYING ACCOUNTANT PREVIOUS INDEPENDENT PUBLIC ACCOUNTING FIRM

KPMG LLP was previously the principal accountants for FairPoint Communications, Inc. and subsidiaries (“FairPoint” or the “Company”). On March 18, 2008, KPMG LLP was dismissed and Ernst & Young LLP was engaged as principal accountants. The decision to change accountants was approved by the audit committee of the board of directors of FairPoint. During the two fiscal years ended December 31, 2007, and in the subsequent interim period through March 18, 2008, there were no: (1) disagreements with KPMG LLP on any matter of accounting principles or practices, financial statement disclosure, or auditing scope or procedures, which disagreements if not resolved to their satisfaction would have caused them to make reference in connection with their opinion to the subject matter of the disagreement, or (2) reportable events, except that KPMG LLP advised FairPoint of the following material weakness: management oversight and review procedures designed to monitor the effectiveness of control activities in the northern New England division were ineffective. The audit reports of KPMG LLP on the consolidated financial statements of FairPoint Communications, Inc. and subsidiaries as of December 31, 2007 and 2006 and for the three years ended December 31, 2007 did not contain any adverse opinion or disclaimer of opinion, nor were they qualified or modified as to uncertainty, audit scope or accounting principles, except as follows: KPMG LLP's report on the consolidated financial statements of FairPoint as of and for the three years ended December 31, 2007, contained a separate paragraph stating that “As discussed in note 2 to the consolidated financial statements, the Company adopted the provisions of Financial Accounting Standards Board (“FASB”) Interpretation No. 48, Accounting for Uncertainty in Income Taxes an interpretation of FASB Statement No. 109, effective January 1, 2007 and the provisions of Statement of Financial Accounting Standards (SFAS) No. 123 (revised 2004), Share-Based Payment, effective January 1, 2006.” The audit report of KPMG LLP on the effectiveness of internal control over financial reporting as of December 31, 2007 did not contain any adverse opinion or disclaimer of opinion, nor were they qualified or modified as to uncertainty, audit scope, or accounting principles, except that KPMG LLP's report indicates that FairPoint did not maintain effective internal control over financial reporting as of December 31, 2007 because of the effect of a material weakness on the achievement of the objectives of the control criteria and contains an explanatory paragraph that states management oversight and review procedures designed to monitor the effectiveness of control activities in the northern New England division were ineffective. A letter from KPMG LLP is attached as Exhibit 16.1 to this Current Report on Form 8-K. New Independent Registered Public Accounting Firm On March 18, 2008, FairPoint approved the engagement of Ernst & Young LLP (“E&Y”) as its new independent registered public accounting firm to audit FairPoint's financial statements for the year ending December 31, 2008 and to review the financial statements to be included in 2** FairPoint's quarterly reports on Form 10-Q for each of the financial quarters of 2008. The decision to engage E&Y as FairPoint's independent registered public accounting firm was approved by the Audit Committee. E&Y audited Spinco's financial statements for the years ended December 31, 2005, 2006 and 2007. Following the Merger, Spinco will be treated as the acquiror in the Merger for accounting purposes. Except for E&Y's role as the independent registered public accounting firm for Spinco and except that, in the role as the independent registered public accounting firm of Spinco, E&Y has audited the financial statements that will become the historical financial statements of FairPoint, prior to the engagement of E&Y, neither FairPoint nor anyone on behalf of FairPoint consulted with E&Y during FairPoint's two most recent fiscal years and through the subsequent interim period regarding either: 1. the application of accounting principles to any specified transaction, either completed or proposed, or the type of audit opinion that might be rendered on FairPoint's financial statements (as described in Item 304 (a) (2) (i) of Regulation S-K); or 2. any matter that was either a subject of disagreement or event (as defined in Item 304 (a) (1) (iv) of Regulation S-K and the related instruction to Item 304), or a reportable event (as described in Item 304 (a) (1) (v) of Regulation S-K). FairPoint has participated in discussions with E&Y, in its capacity as Spinco's auditors, in connection with certain discussions regarding the potential impact of the Merger on FairPoint's 2008 financial statements.

(continued on next page)
Table 7 (continued)

<table>
<thead>
<tr>
<th>CAR</th>
<th>Categorical CAR</th>
<th>Predicted Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Ridge Classifier</td>
</tr>
<tr>
<td>Example 2 — Varsity Group — 6/26/2007</td>
<td></td>
<td>—4.59%</td>
</tr>
</tbody>
</table>

**Item 4.01 text**

Item 4.01. Changes in Registrant’s Certifying Accountant

On June 21, 2007, Varsity Group Inc., (the “Company”) dismissed PricewaterhouseCoopers LLP (the “former auditor”), as its independent registered public accounting firm. Effective June 21, 2007, the Company engaged McGladrey & Pullen, LLP as its new independent registered public accounting firm. The Company’s board of directors has approved the dismissal of the former auditor, and the appointment of McGladrey & Pullen, LLP as its new independent registered public accounting firm.

The reports of the former auditor on the Company’s financial statements for the years ended December 31, 2006 and December 31, 2005 contained neither an adverse opinion, or a disclaimer of opinion, and were not qualified or modified as to uncertainty, audit scope or accounting principle. During the years ended December 31, 2006 and December 31, 2005 and through June 21, 2007, there were no disagreements with the former auditor on any matter of accounting principles or practices, financial statement disclosure or auditing scope or procedure, which disagreements, if not resolved to the former auditors satisfaction, would have caused them to make reference thereto in their reports on the Company’s consolidated financial statements for such years. During the years ended December 31, 2006 and December 31, 2005 and through June 21, 2007, there were no reportable events, as defined in Item 304(a)(1)(v) of Regulation S-K, except where noted below: As of December 31, 2005, March 31, 2006, June 30, 2006, September 30, 2006, December 31, 2006 and March 31, 2007, the Company did not maintain effective controls over the accuracy of the calculation of earnings per share. Effective controls were not in place over the calculation of diluted shares outstanding for purposes of calculating diluted earnings per share. This control deficiency resulted in a computational error of the number of shares to be assumed as repurchased in the application of the treasury stock method that was not prevented or detected. Additionally, this control deficiency could result in a misstatement of earnings per share that would have resulted in a material misstatement to annual or interim financial statements that would not have been prevented or detected. Accordingly, management has determined that this control deficiency constitutes a material weakness. The Company has previously disclosed this control deficiency with the SEC. The Company has authorized the former auditors to respond fully to the inquiries of McGladrey & Pullen, LLP relating to the material weakness. The Company provided the former auditor with a copy of this Current Report on form 8-K and requested that they furnish us with a letter addressed to the SEC stating whether or not they agree with the above statements. A copy of this letter is filed as an exhibit to this Form 8-K.

The two examples included in this table were chosen because they contain relatively direct language and were associated with non-trivial cumulative reportable event, as that term is defined in Item 304(a)(1)(v) of Regulation S-K and the related instructions to Item 304 of Regulation S-K, or a disagreement, as that term is defined in Item 304(a)(1)(iv) of Regulation S-K and the related instructions to Item 304 of Regulation S-K, or a matter that was either the subject of a report was provided to the Company nor oral advice was provided that McGladrey & Pullen, LLP either completed or proposed, or the type of audit opinion that might be rendered on the Company's consolidated financial statements, as that term is defined in Regulation S-K.

For the random forest algorithm, we test for a potential change in performance by varying m, the maximum number of features used at each split, from 5 to 95, with a step size of 5. Although we do not find significant variation in classifier performance over this range of m values, there is a modest improvement at around m = 30.

In Multinomial Naive Bayes, the probability of a feature appearing in a sample belonging to a class is estimated by maximum likelihood. In the base case, we use smoothed maximum likelihood and assign a value of 0.01 to the smoothing parameter a, which corresponds to Lidstone smoothing. To perform sensitivity analysis for the performance of the Multinomial Naive Bayes algorithm, we vary the smoothing parameter in the interval of [0, 1], with a step size of 0.1, where a value of 0 implies no smoothing and a value of 1 is associated with Laplace smoothing. Performance of this classifier does not vary significantly over the range of a values investigated.

The results of our sensitivity analysis are summarized in Table 6. We find that the ridge regression classifier is sensitive to a change in the value of parameter λ. Increasing λ from its base case value of 1 reduces the performance of the ridge classifier in our sample, while a value of 0 results in an improvement. Classification performance of kNN, Random Forest, SVC, and Multinomial NB are not as sensitive to changes in their respective tuning parameters.

5. Conclusion and directions for future research

In this study, we implement an algorithm that vectorizes the text of 8-K filings to test whether the resulting matrix can explain the direction of the market response to the filing using various machine learning classifiers. Our sample consists of the Item 4.01 text of 8-K documents, which provide information on changes in auditors of companies that...
are registered with the Securities Exchange Commission (SEC). We report the classification performance and time efficiency of classification algorithms. Our results show an improvement over the base rate that can be accomplished by using a naïve method of random classification and would equal the proportion of the more frequent class in the sample. It should be noted that using CARs as the basis for categorizing a given Item 4.01 text into labels of 0 or 1 assumes that the market response directly reflects the content of that text. A sensitivity analysis of our results provides further insight into the potential classification performance of the models we use in our analysis.

Our work in progress to improve and expand this study includes: (1) using a different proxy for categorizing the Item 4.01 texts, for example a classification score assigned to the texts in the training sample by human judgement, and (2) going beyond a simple bag-of-words approach by incorporating context-specific phrases in the analysis.

Further research could explore the application of the algorithms that we propose in this study to different types of financial texts including other items in 8-K filings.
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